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Abstract

We present a study on the optimization and the performantieeofoise cleaning algorithms devel-
oped to identify HF PMT hit candidates observed during thedbaber 2009 data taking gfs = 0.9
and2.36 TeV. Several Monte Carlo samples are used to evaluate tloéeeffy of these noise clean-
ing algorithms on real energy reconstructed in single HFhaless, jets in HF an¢T. We give an
estimation of the expected rate of HF PMT hits,& = 7 TeV. We also provide a CMSSW tool to
implement user-defined noise cleaning algorithms, demgnaln the needs of each physics analysis.
We finally propose a default HF PMT hit noise cleaning aldwritfor the start-up a{/s = 7 TeV.
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1 Introduction

Commissioning studies performed during past test beams idantifed anomalous noised, not due to regular
electronic pedestal noise) in the forward hadronic caleteén(HF) []. The source of such anomalous signals are
energetic charged patrticles, directly impinging upon thedew of an HF Photo-Multiplier (PMT), generating
Cherenkov light, and thereby producing an abnormally langearent energy signal for a single HF channel (the
one associated to that PMT). Due to the nature of the signatrgéon, the energy spectrum of such noise is
realtively well defined, with a peak & =~ 100 GeV and pronounced tails at higher energy values. Beingen th
very forward region, the transverse energy spectrum of swibe is constrained at relatively loisr values,i.e.

an energy of 100 GeV correpondsky- = E/coshn) of =~ 10 (1.3) GeV atn = 3 (5).

2 Handles to Identify HF PMT Hits

In this section we discuss possible ways to identify the HFRi#thdow hits. The main handles to identify the HF
PMT hits are the pulse shape/timing and topology of the Bitsce the charged particles hitting the PMT window
produce the Cherenkov light, the pulse shape of the PMT $igxpected to be contained within one 25-ns time
sample just as the real signal created by particles depgstiergy in HF. At the same time the PMT hit signal is
expected to be earlier in time (by 3-5 ns) due to the fact that the Cherenkov light produced in HRdibeeds
additional time to reach the PMT’s (quartz fibers have a higlek of refractionp = 1.458). In order to employ
this timing difference to identify the PMT hits, a very preeitiming phase alignmentin HF is needed. At the time
of writing this note the phase alignment has not been peddmyet so the pulse timing cannot be used to identify
the HF PMT hits.

The second handle to identify the HF PMT hits is based on tapodnd its consistency with the longitudinal and
lateral shower profiles. The HF PMT hits are characterized layge apparent energy deposit in long (short) fibers
and very little or no energy in short (long) fibers within agimHF tower. Therefore, a simple energy ratio

_ B Bs

R=———+,
E. + Es

1)
whereE| and Es are the energies of the long and short fiber RecHits, resdgtin a given HF tower, can be
readily used to identify the HF PMT hits. The HF PMT hits in thag fibers will haveR ~ 1 and those in the
short fibers will havek ~ —1. Since the short fibers start at a depth of approximeelgm from the front face

of the detector and based on the longitudinal shower prafiis,very unlikely that a particle deposits all of its
energy only in the short fibers. Therefore, tReatio is expected to have a strong discriminating power émfidy

the HF PMT hits in the short fibers. On the other hand, sincéathg fibers extend through the entire depth of the
HF starting from the front face, it is possible that someipketin particular photons and electrons, deposit all or
most of their energy in the long fibers. Therefore, a filtersgorithm based only on thR ratio will also reject
some real energy. One such algorith will be discussed in rdetail in Section 4. In order to make the filtering
algorithms safer for the real energy, one possibility isaicetinto account the lateral shower profile and incorporate
some type of isolation variable into the filtering algorith®ne such algorithm will be discussed in more detail in
Section 5.

3 Data and Monte Carlo Samples

Several different data samples were used to study and gatithe performance of the HF PMT hit cleaning
algorithms. For collison events gfs = 0.9 and2.36 TeV collected during the LHC startup period at the end of
2009 the following skimmed dataset was used:

¢ /MinimumBias/BeamCommissioning09-BSCNOBEAMHALO-F&m.v1/RAW-RECO
In order to select the collision events from the above dathsefollowing event selection was applied:

1. BPTX technical trigger (TT) bit O fired — indicates timingresistent with two proton bunches crossing in
the center of CMS

2. At least one of the BSC MinBias TT bits (40 OR 41) fired— théguirement was already applied in the
above dataset in order to skim events from the MinimumBiaagry dataset
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. None of the BSC beam halo TT bits (36 OR 37 OR 38 OR 39) firedis+éguirement was already applied
in the above dataset in order to skim events from the MinimiasPBrimary dataset

4. At least one good primary vertex present in the event
5. Removal of the so-called scraping events

6. HLT_PhysicsDeclared bit set — indicates that both LHC beams statde and all CMS sub-detectors were
operating without problems

7. Only events from thgood runswere considered

This event selection is identical to the one used in the trahierET commissioning note [1] where a more
detailed description can be found. The majority of the pfisiohs contained in the above dataset are collisions at
Vs = 0.9 TeV. The total 0f180649 events at/s = 0.9 TeV and10339 events at/s = 2.36 TeV pass the above
selection.

In addition to the above collision dataset, the followingmiCarlo simulation datasets were used:

¢ /MinBias/Summer09-V16®00GeV-v1/GEN-SIM-RECO

— For comparison with the collison data, the event selectemuirements 2, 4, and 5 were applied to
events contained in this dataset

— 651308 events passed the selection
e /MinBias/Summer09-V16R2360GeV-v1/GEN-SIM-RECO

— For comparison with the collison data, the event select@muirements 2, 4, and 5 were applied to
events contained in this dataset

— 559464 events passed the selection
e /MinBias/Summer09-MQ@1X V3_7TeV-v1/GEN-SIM-RECO

— The event selection requirements 4 and 5 were applied td®gentained in this dataset (BSC triggers
were not properly simulated in this dataset)

— 581929 events passed the selection
¢ /QCD_Pt80/Summer09-M@1X V3_7TeV-v1l/GEN-SIM-RECO

— No event selection was applied to events contained in thasda
— Total of 1M events analyzed

e /QCDFlatPt15to3000/Summer09-MB81X_V9_7TeV-v1l/GEN-SIM-RECO

— No event selection was applied to events contained in thasda
— Total 0f 908872 events analyzed

¢ /SinglePhotonsinHiFlat E10to500GeV/ferencek-SinglePhotonsinARtL E10to500GeV
-789e70cb4057095¢ca9760d72f15eb0de/USER

— This s a privately produced sample of back-to-back photarsglat ing, energy (froml0 to 500 GeV)
andn fired only into the HF acceptance. The dataset is publishedrndbs _caf _anal ysi s 01
local DBS instance

— Total of 1M events produced and analyzed
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Figure 1: HF RecHit energy vsR ratio for long and short fiber RecHits #00 GeV collision data (left) and
900 GeV MinBias Monte Carlo simulation (right). Entries withengy around or abové00 GeV andR ~ 1 in
the left plot are the long fiber PMT hits and those with~ —1 are the short fiber PMT hits.

4 PET Cleaning Algorithm

As already discussed in Section 2, a simple energy ratio eléfim Eq. 1 can be readily used to identify the HF
PMT hits. Figure 1 illustrates the fact that the HF PMT hitdhia long fibers havé&k ~ 1 and those in the short
fibers haveR =~ —1. From these plots it can also be noticed that most of the HF BN§Thave energies around
100 GeV.

From the plots in Figure 1 it is clear that a simple cut on fheatio is not sufficient to identify the HF PMT hits
and not reject any real energy. Therefore, an additionaiggnaut has to be applied, in addition to a cut on fhe
ratio. Figures 2 and 3 show the energy spectra of the long laod ber RecHits withR > 0.98 and R — 0.98,
respectively, in differenty rings in900 GeV collision data and00 GeV MinBias Monte Carlo simulation. These
plots indicate that the RecHit energy spectrum changes fnoein ring to another. Therefore, an optimal energy
cut should ben-dependent. The cut is put at the highest energy for whica @atl MC still have equal rates and
beyond which the HF PMT hits start to dominate. In this way mpmmise is achieved between identifying as
many real HF PMT hits as possible and having a minimum impadthe real energy.

e EEL pata
o PMIT window (fi) i PMT window (fit ,
10° E f E
107 102?

. L Tty
or i i OF T T |

LT g | i i ]

L EOEN L LTI R A WO L

0 50 100 150 200 250 300 0 50 100 150 200 250 300

E , GeV

Es, GeV

Figure 2: Energy spectra for the long (left) and short (fjdimier RecHits withR? > 0.98 and R—0.98, respectively,

in ¢n rings 29-31 in 900 GeV collision data an®00 GeV MinBias Monte Carlo simulation. The Monte Carlo
energy spectrum is nomalized to the real data ir2thel0 GeV range. The same procedure was also followed for
the short fiber RecHits. The blue dashed line representshike it energy spectrum obtained after subtracting
the Monte Carlo distribution from the real data distributio

However, the energy thresholds determined in this way aresexd directly but a second order polynomialsipis
fitted to these values and is used to parameterize the erfeeghbld as a function af), separately for long and
short fiber RecHits. Both polynomial energy threshold (PRaameterizations are shown in Figure 4.

Finally, the PET cleaning algorithm is defined as follows:
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Figure 3: Energy spectra for the long (left) and short (rjdiier RecHits withR? > 0.98 and R—0.98, respectively,

in ¢n rings 40—41 in 900 GeV collision data an®00 GeV MinBias Monte Carlo simulation. The Monte Carlo
energy spectrum is nomalized to the real data ir2thel0 GeV range. The same procedure was also followed for
the short fiber RecHits. The blue dashed line representsNike it energy spectrum obtained after subtracting
the Monte Carlo distribution from the real data distributio
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Figure 4: Polynomial energy threshold (PET) parametedndbr the long and short fiber RecHits.
e Long fiber RecHits are flagged if2 > 0.98 AND E| > Epgr.(in) = 162.4 — 10.19]in| + 0.21(in)?

e Short fiber RecHits are flagged it < —0.98 AND Es > Eperdin) = 129.9 — 6.61|in| + 0.1153(in)?

Performance of the PET cleaning algorithm is presented ati@e6.

5 9/S1 Cleaning Algorithm

In order to make the PET cleaning algorithm described iniSeet safer for the real energy deposits in the long
fibers, an isolation variable was introduced that takes @uiwount the lateral shower profile and ensures that the
real energy deposits, that are typically non-isolatednatdlagged as potential HF PMT hits. An isolation variable
that was introduced for this purpose i8/Sl and for the long fiber RecHits it is defined as

 BEs+ Y BLi+ Y, B

(5,

Ep

)
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whereE and Es are the energies of the long and short fiber RecHits, resdygtand the two sums in the above
expression go over the four neighboring towers that shaedige with the towers for which thedfs1 variable is
being calculated as illustrated in Figure 5. Similar valéalas first introdced by the PFlow group [2].

.

51515
n ? % %
L
7

-
1P

Figure 5: A schematic drawing of the grid of nine HF towerdttighting those used to calculate th@/Sl isolation
variable.

The 9)/S1 cleaning algorithm is an extension of the PET algorithmslonly applied to the long fiber RecHits
and it uses the same energy threshold parameterizatiored®BMh algorithm. However, instead of using tRe
ratio to identify the HF PMT hits it uses the&)&1 isolation variable. Hence, only those RecHits that are abov
the FperL(in) energy threshold and have the/Sl isolation below a certain value are flagged as potential PMT
hits. An exception is thén ring 39 which is located behind HE and receives very little energlyeréfore, it is
safe to use the PET algorithm for both long and short fiber Rsdhlin ring 39. Since the lateral shower size is
expected to roughly scale with F, the 9/S1 isolation is allowed to scale linearly wifla £. A 2D distribution

of the /Sl isolation vs. energy for long fiber RecHits is shown in FigareA narrow strip of isolated hits in the
lower right corner present in collision data but not in theéCarlo simulation are the HF PMT hits.
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Figure 6: 9/S1 vs. energy for long fiber RecHits 900 GeV collision data (left) and00 GeV MinBias Monte
Carlo simulation (right). A narrow strip of isolated hitstime lower right corner present in collision data but not in
the Monte Carlo simulation are the HF PMT hits.

The 9/S1 cut line is defined for each) ring separately has the following dependence
S9/SI(E)=klnE +1, 3)

wherek is the slope andis they-intercept, and is required to cross thexis at the energy value defined by the
Epet(in) energy threshold, i.e.,
= —kln(EpETvL(Z’n)). (4)

All that is left to be optimized is the sloge In order to make the ®Sl1 cleaning algorithm as safe as possible for
the real energy, the slopewas optimized using the single photons sample describeddtidh 3 in such a way
that0.1% of the RecHits above thEpgr,(in) energy threshold are flagged as potential PMT hits. An exampl
of such optimization fotn ring 35 along with the optimized slopes for al} rings are shown in Figure 7. The
optimized slopes increase as a functiormpivhich is expected since the physical size of the HF towersrdases
asin increases making photons less isolated in higheings. The last threé, rings, however, do not follow the
same trend a®&) rings 30 through38. This is caused by the change in ihesegmentation of the last twig rings
making towers inzn ring 39 appear less isolated due to the bigger neighboring towergiimg 40. Towers inin

6
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ring 41, on the other hand, appear more isolated simply becausathdgcated on the edge of HF and have only
three neighboring towers. As shown in the right plot in Fgir the optimized slopes im rings 30 through38

are parameterized using a second order polynomial whilsetiothe last threé, rings are used directly as they
come from the optimization procedure. The final values ofjpmized slope# for in rings 30 though41 are the
following:

e 0.0164905, 0.0238698, 0.0321383, 0.041296, 0.0513428, 0.0622789, 0.0741041, 0.0868186, 0.100422,
0.135313, 0.136289, 0.0589927.
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Figure 7: Optimized ¥S1 cut line forin ring 35 in single photons sample (left) and optimized sldipesll in
rings (right).

Performance of the®S1 cleaning algorithm is presented in Section 6.

6 Performance of PET and ®/S1 Algorithm

In this section we present the performance of the PET a@i81Salgorithm in900 GeV and2.36 TeV collision
data. In addition effects of the noise cleaning algorithmshee simulated data are presented.

6.1 Performance on Short Fiber RecHits

For the short fiber RecHits only the PET algorithm is appli€tjures 8 and 9 show the energy ahg spectra
of the short fiber RecHits, all and those flagged by the PEtrikgo, in 900 GeV and2.36 TeV collision data,
respectively. It can be noticed that the PET algorithm effidy flags almost all high energy hits in baibo GeV
and2.36 TeV collision data.
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Figure 8: Energy andr spectra of the short fiber RecHits, all and those flagged bl Biealgorithm, irf00 GeV
collision data.

Figure 10 shows the performance of the PET algorithm on idiffeMonte Carlo samples. The goal here is that
the noise cleaning algorithm flags as little real energy a&site. This is determined by looking at the fraction of
RecHits withEr > 5 GeV that are flagged in Monte Carlo samples. The final restdtsammarized in Table 1
and show that the PET cleaning algorithm is safe for realg@neeposits in short fibers.
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Figure 10: Fr spectra of the short fiber RecHits, all and those flagged by#iE algorithm, in different Monte

Carlo samples.

Table 1: Fraction of short fiber RecHits wifliy > 5 GeV flagged by the PET algorithm in different Monte Carlo

samples.

6.2 Performance on Long Fiber RecHits

MC sample

Fraction of flagged RecHits witht > 5 GeV

900 GeV MinBias
7 TeV MinBias

7 TeV QCD.Pt80
Single Photons

0/5
0/275
0/128578
0/147187

For the long fibers RecHits either PET di/S1 algorithm can applied to clean the HF PMT hits. Figures 11%hd
show the energy anft spectra of the long fiber RecHits, all and those flagged by EE &d S/S1 algorithm,

in 900 GeV and2.36 TeV collision data, respectively. It can be noticed thathbalgorithms efficiently flag high
energy hits in bot®00 GeV and2.36 TeV collision data. Overall, the PET cleaning algorithm ligtdty more

efficient at identifying the PMT hits. Nevertheless, for thighestEr hits both algorithms show almost identical

peformance.
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Figure 11: Energy and spectra of the long fiber RecHits, all and those flagged by Bied&hd 9/S1 algorithm,
in 900 GeV collision data.
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Figure 12: Energy and~ spectra of the long fiber RecHits, all and those flagged by Bied&hd 9/S1 algorithm,
in 2.36 TeV collision data.

Figure 13 shows the performance of the PET aftES algorithm on different Monte Carlo samples. The goal
here as before is that the noise cleaning algorithms flagttées iéal energy as possible. This is determined by
looking at the fraction of RecHits witlr > 5 GeV that are flagged in Monte Carlo samples. The final restats a
summarized in Table 2 and show that tH¥S cleaning algorithm is safer for real energy deposits in lGhgrs
than the PET algorithm.

Table 2: Fraction of long fiber RecHits withy > 5 GeV flagged by the PET and®fl1 algorithm in different
Monte Carlo samples.

Fraction of RecHits withFr > 5 GeV flagged by
MC sample PET algorithm S9/S1 algorithm
900 GeV MinBias 2/46 =~ 4.3% 0/46
7 TeV MinBias 30/1346 ~ 2.2% 3/1346 ~ 0.22%
7 TeV QCD.Pt80 | 704/233138 ~ 0.30% | 32/233138 = 0.014%
Single Photons 4454/829530 =~ 0.54% | 991/829530 ~ 0.12%

Based on the performance of the PET af53$ algorithm on the long and short fiber RecHits it was decidads®
the 9/S1+PET combination as the default HF cleaning algorithm; théSSalgorithm for the long fiber RecHits
and the PET algorithm for the short fiber RecHits.

6.3

Anomalous signals in HF can have a detrimental effect ondrigdvel physics object such as jets and missing
transverse energﬂ(—). TheET is in particular affected by the HF PMT hits. This is undenstable since the PMT
hits create an apparent energy imbalance for events in vihihappear. The energy spectrum of the HF PMT
hits is peaked at arounid)0 GeV and considering the location of the HF towers at high geeapidities, most of
the HF PMT hits do not create a very latfe. Nevertheless, iR/s = 900 GeV and2.360 TeV collision data they
were one of the major sources of tﬁe tails.

Impact on Higher Level Objects

The main goal of the noise cleaning algorithm is to clean igbdr level object from any anomalous signals and
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Figure 13:Fr spectra of the long fiber RecHits, all and those flagged by Eledhd 9/S1 algorithm, in different
Monte Carlo samples.

at the same time have a negligible effect on the real eneigyr& 14 shows thET formed only from the energy
deposits in HF before and after applying the PET af(5&+PET cleaning algorithms. As can be seen, both
cleaning algorithms almost completely clean up fhetails. However, some entries remain in tfie tails even
after applying the noise cleanup. These entires are dueublédits where both long and short fibers in the same
HF tower have appreciable energies but are otherwise ehlaBecause of that, such hits are not identified by
either PET or 8/S1 algorithm.

>10%) E > E

3 F CMS Preliminary 2009 3 ] CMS Preliminary 2009 ]

5104 \s=900 GeV N 210° \s=2360 GeV .

c 3 = 3

[} = [0 3

> .| > |
w ] w

G103 | G )

10°¢ 3

= E =107 -

é —e— No cleaning B é c —e— No cleaning 3

S ] S 1

2102 \:I PET algo. cleaning 3 z \:I PET algo. cleaning T

] 1 =

222222 S9/S1+PET algo. cleaning T 222222 S9/S1+PET algo. cleaning 3

10 v - w v 3

Y T E | ]

i E ]

’ ] 1

10‘1 E(’ g Il | ‘ L1l ‘ | N ‘ L1l ‘ L1l ‘ L1l ‘ L1l 10—1 1 44 44 L ‘ LU ‘ L1 ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l
0O 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

¥ in HF [GeV] E; in HF [GeV]

Figure 14ET in HF before and after applying the PET an@/SI+PET cleaning algorithm.

Another important aspect of the noise cleanup is that it oups the agreement between real data and Monte Carlo
simulation. Figure 15 shows ti# in HF distribution iny/s = 900 GeV and2.360 TeV collision data compared
with Monte Carlo simulation.

In order to study the impact of the two cleaning algorithmgloamhigher level objects and demonstrate that they
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are safe for real energy, a reflagger tool described in Se&iwas used on QCIPt80 Monte Carlo sample listed
in Section 3. Two new HF RecHit collections were created gisie reflagger tool from the original HF RecHit
collection, one with PET and the other with/S1+PET algorithm applied. From these new HF RecHit colledion
and other intact ECAL and HCAL RecHit collections tow setget$ ancﬂT were re-reconstructed, one for each
cleaning algorithm. Figure 16 shows the final impact of the tkeaning algorithms on some of the jet distributions
for jets in HF. The impact on the noise cleaning algorithm h}fﬂT reconstruction is shown in Figure 17. These
figures demonstrate that both noise cleaning algorithme hanegligible effect on the jet alﬂﬁ—related guantities
with S9/S1+PET combination being slightly safer.
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Figure 16: Impact of the noise cleaning algorithmspnn,, jet multiplicity for jets withpt > 5 GeV, and number
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7 Rate of HF PMT Hits at /s = 7 TeV

One of the characteristics of the HF PMT hits noticedin GeV and2.36 TeV collision data is that their rate per
eventroughly scales linearly with the amount of energy dépd in HF, excluding the energy of the PMT hits. This
is shown in Figure 18 for combinedd0 GeV and2.36 TeV collision data. Based on this linear dependence and the
mean)_ E in HF coming from Monte Carlo simulation of Minimum Bias e¥eat7 TeV, one can roughly predict
the rate of PMT hits in Minimum Bias events@aleV. Based on the predicted meahF in HF for Minimum Bias
events af TeV shown in Figure 19, one would expect the average rate dPMF hits 0f12.2 x 103 hits/event

in the Minimum Bias data &t TeV.
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Figure 18: Average number of the HF PMT hits as a functioh bE in HF excluding the energy of the PMT hits
in the combined00 GeV and2.36 TeV collision data.
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Figure 19: Distribution ofy© E'in HF in 900 GeV and2.36 TeV collision data and MinBias and QCPt80 Monte
Carlo simulated events atTeV.

The actual observed rate of the HF PMT hits in the fitsteV collision data coming from run 132440 was
(13.2 £ 0.3) x 10~2 hits/event which is relatively close to the predicted vallike rate of PMT hits per event as
a function of)_ E in HF, excluding the energy of the PMT hits, for run 132440hHewn in Figure 20. This linear
dependence is consistent with the one observed in the cea®i GeV and2.36 TeV collision data.
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Figure 20: Average number of the HF PMT hits as a functioh bf in HF excluding the energy of the PMT hits
in the first7 TeV collision data (run 132440).

8 CMSSW Tools for Noise Cleaning

The HF noise flags described above are set in the rechits a®fpire default reconstruction beginning with
CMSSW release 3.0 (VERIFY ONCE OFFICIAL!). These revised flags can also beodle applied when
re-reconstructing data within a CMSS®@/5 release by first checking out the following package version

e cvs co -r VO0-00-07 RecoLocalCalo/HcalRecProducers

e cvs co -r V00-00-03 RecoLocalCalo/HcalRecAlgos

and then running the standard reconstruction process.

Instead of performing a full re-reconstruction of the datartake use of the information in these flags, one may
instead make use of a “reflagger” tool, which creates newectitins of rechits with a revised set of flags. The
reflagger can produce rechits with flags set according to thebise algorithm described in previous sections,
or it can set rechit flags based on users’ private algorithiiitsis allows for the possibility of analysis-specific
optimization of noise algorithms for the rechit collection

We present here instructions on how to use the reflagger atirexireconstructed data to produce a new set of
rechits and CaloTowers with new flag information. There &reé steps involved in this process: setting up the
reflagger, altering the severity level computer to make dst@® new flags, and creating a configuration file to

produce the new rechit and calotower collections.

8.1 Setting Up the Reflagger

Check out and compile the reflagger via:

e cd <CMSSW.RELEASEVERSION>/src

e cvs co -r V00-00-07 RecoLocalCalo/HcalRecProducers

e cvs co -r V00-00-03 RecoLocalCalo/HcalRecAlgos

e cp RecolLocalCalo/HcalRecAlgos/test/hcalrechitreflagdiepy RecolLocalCalo/HcalRecAlgos/python/

e scramb -j4

The reflagging code is contained within RecoLocalCalo/RealAlgos/test/HcalRecHitReflagger.cc. This code
loops over the initial rechit collection, calculates a neagfbased on the algorithms defined in the code, and pro-
duces a new rechit collection with the results of the new ftagesl in flag bit 'UserDefinedBit0’. (A full list of
rechit flags is provided in https://twiki.cern.ch/twikiftiview/CMS/HcalRecHitFlagAssignments.) The configu-
ration file RecoLocalCalo/HcalRecAlgos/test/hcalresfiaggercfi.py provides a number of options for how this
new flag bit is set:

¢ hfAlgo3test: this flags rechits according to the combinaf&ET/9S1 algorithm described above.

13



245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

282

283

284

e hfAlgo2test: this flags rechits using only the PET algorithm
¢ hfBitAlwaysOn: this sets the UserDefinedBit0 bit to 'on’ falf rechits.
¢ hfBitAlwaysOff: this sets the UserDefinedBitO bit to 'offof all rechits.

In general, one should enable only one of these optionsssiolee understands how the options work in combina-
tion with each other. By default, the hfAlgo3test optiontie bnly option enabled.

8.2 Altering the Severity Level Computer

Once the reflagger has been set up to the desired specifieatimnseverity level computer must be altered to
make use of the new UserDefinedBit0 flag. In the current exantpé UserDefinedBitO is used to override the
functionality of the existing HF noise flag (labelled “HFLg®hort”). Thus, the severity level must be modified in
two ways: UserDefinedBit0 must be appended to the compuitr,anlevel high enough so that rechits flagged
with this bit are excluded from CaloTower creation, and HRg8hort must be removed from the computer, so
that the results of this flag are ignored by the CaloTowertorea

When creating new individual flags, it is generally enoughitoply add those flags to the severity level computer,
with a severity level high enough to provide the desired fiomality within the CaloTower creator. (Rechits with
severity level greater of at least 10 are excluded from GaleErs, while those with severity level between 1-9 are
included in CaloTowers, but marked as “problematic”). Exdas of code to both add and remove rechit flags from
the severity level computer are provided in Appendix A.

8.3 Producing New Rechits and CaloTowers

After the rechit reflagger and severity level computer hagerbaltered to one’s preferred specifications, all that
remains is to create a configuration file that makes use oétloeds to create new rechit and CaloTower collections.
A sample configuration file is shown in Appendix B. This confagion file uses the new rechits and CaloTowers
to create new jet and MET collections.

Variables of special interest within this cfg file are:

e process.hcalRecAlgos — This is the severity level compittermodified by calls to the methods “Remove-
Flag” and “AddFlag” described in Appendix A. For this reasthe file “RemoveAddSevLevel.py” shown
in Appendix A must be included in the same directory as thgsfibé.

e process.hfrecoReflagged — This is the name of the colleofioeflagged rechits.

e process.towerMaker.hflnput and process.towerMake@thflnput — These variables store the names of
the HF rechit collections used as inputs to the CaloToweatoreBoth must be set to “hfrecoReflagged” in
order to use the reflagged rechits.

e process.rerecstep — This defines the reconstruction (jets, MET, etc.) tpdréormed using the reflagged
CaloTowers.

9 Conclusions
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A Removing and Adding Flags from Severity Level Computer

This code may also be downloaded directly from the twiki at
https://twiki.cern.ch/twiki/pub/CMS/HcalRecHitRefiggr/RemoveAddSevLevel.py.txt.

i mport FWCore. ParaneterSet. Config as cns

def RenoveFl ag( SLConp, f | ag="HFLongShort"):

Renoves the specified flag fromthe Severity Level Conputer
and returns the revised Conmputer.’’

REMOVE=-1 # Track which Severity Level has been nodified

# Loop over all levels
for i in range(l en(SLConp. SeveritylLevels)):
Fl ags=SLConp. SeveritylLevel s[i].RecHi tFl ags. val ue()
if flag not in Flags: # Flag not present for this |eve
conti nue
#Renmove fl ag
Fl ags. renmove(fl ag)
ChansSt at =SLConp. SeverityLevel s[i]. Channel St at us. val ue()
# Check to see if Severity Leve
#no | onger contains any useful information
if len(Flags)==0 and ChanStat==[""]:
REMOVE=
el se:
# Set revised list of flags for this severity |eve
SLConp. SeveritylLevel s[i]. RecHi t Fl ags=Fl ags
br eak

# Renoving flag results in enpty severity level; renove it
i f (REMOVE>-1):
SLConp. SeveritylLevel s. renmove( SLConp. SeveritylLevel s| REMOVE])

return SLConp

RAHBHHARHBHHBHAR A BHHRHBRHBH AR A RH AR HHRHOR AR HRH B HBR AR HR R AR

def AddFI ag(SLComp, fl ag="User Defi nedBi t0", severity=10):

Adds specified flag to severity | evel conputer using
specified severity level.

If flag al ready exists at another severit |evel

it is removed fromthat |evel

AddedSeverity=Fal se
REMOVE=- 1
#Loop over severity Levels
for i in range(len(SLConp. SeveritylLevels)):
Level =SLConp. SeveritylLevel s[i]. Level.val ue()
Fl ags=SLConp. SeveritylLevel s[i]. RecHi t Fl ags. val ue()
if Level ==severity: # Found the specified |eve
if (Flags==[""1):
Flags=[flag] # Create new vector for this flag
el se:
Fl ags. append(fl ag) # append flag to existing vector
# Set new RecHitFl ags vector
SLConp. SeveritylLevel s[i].RecH t Fl ags=Fl ags
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def

AddedSeverity=True

el se: # Found some other level; be sure to renpve flag fromit

if flag not in Flags:
conti nue
el se:
Fl ags. remove(fl ag)
# Rermoving flag | eaves nothing el se:
# need to renmove this level conpletely
if len(Flags)==0 and ChanStat==[""]:
REMOVE=i
el se:
SLConp. SeveritylLevel s[i]. RecHitFl ags=Fl ags

# Renmpove any newl y-enpty | evels
i f (REMOVE>-1):
SLConp. SeveritylLevel s. renove( SLConp. SeveritylLevel s| REMOVE] )

# No existing severity level for specified severity was found;
# add a new one
i f (AddedSeverity==Fal se):

SLConp. SeveritylLevel s. append(cns. PSet (Level =cns. i nt 32(severity),
RecHi t Fl ags=cns. vstring(fl ag),
Channel St at us=cns. vstring("")))

return SLConp

Print Level s( SLComp) :

print ‘*Severity Level Conputer Levels and' ',

print associ ated fl ags/ Channel Status val ues:’

for i in SLConp. SeveritylLevels:
print ““\t Level = %’ % . Level.val ue()
print ““\t\t RecHit Flags = %'’ % . RecHi t Fl ags. val ue()
print ““\t\t Channel Status = %'’ % . Channel St atus. val ue()
print

return
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B Sample .cfg File for Generated Reflagged RecHits and CaloWers

This example cfg file will produce a new set of rechits and Caers using the defaultdS1/PET algorithm
described within this note to reflag rechits. This examplg alao be found at the twiki page
https://twiki.cern.ch/twiki/pub/CMS/HcalRecHitReflggr/SampleCfgFile.py.txt.

i mport FWCore. ParaneterSet. Config as cns
process = cns. Process(’ USER )

# inmport of standard configurations

process. | oad(’ Confi guration/ St andar dSequences/ Servi ces_cff’)

process. | oad(’ FWCor e/ MessageSer vi ce/ MessagelLogger _cfi’)

process. | oad(’ Confi gurati on/ St andar dSequences/ Geonet r yExt ended_cff’)

process. | oad(’ Confi gurati on/ St andar dSequences/ Magneti cFi el d_Aut oFronmDBCurrent _cff’)
process. | oad(’ Confi gurati on/ St andar dSequences/ Reconstruction_cff’)

process. | oad(’ Confi guration/ St andar dSequences/ Fronti erCondi ti ons_G obal Tag_cff’)
process. | oad(’ Confi guration/ Event Cont ent/Event Content _cff’)

process. maxEvents = cns. untracked. PSet (
i nput = cns. untracked. i nt 32(100)
)

# I nput source
process. source = cns. Sour ce( " Pool Sour ce",
# Specify your list of files here
fileNames = cns. untracked. vstri ng(
# include list of input files here
)

)

# Qutput definition
process. out put = cms. Qut put Modul e(" Pool Qut put Mbdul e",
splitLevel = cns.untracked.int32(0),
fileNane = cns.untracked. string(’ output file.root’),
dat aset = cns. untracked. PSet (
dataTi er = cns. untracked. string(’ RECO ),
filterNane = cns. untracked. string(’’)

)

# Ot her statenents

# Specify updated d obal Tags as necessary
process. @ obal Tag. gl obaltag = ' GR0O9_R 35X V4:: All’' #
process. MessagelLogger. cerr. FwkReport.report Every = 1

# Include UserDefinedBitO in Hcal SeveritylLevel Conputer

# Include the file ‘' RenoveAddSevLevel . py’’ given in Appendix A
# in the same directory as this cfg file
i nport RenoveAddSevLevel

# Renove the HFLongShort bit fromthe Severity Level Conputer

process. hcal RecAl gos=RenpveAddSevLevel . RenmoveFl ag( process. hcal RecAl gos,
fl ag="HFLongShort")

# Add UserDefinedBitO with severity |evel 10
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process. hcal RecAl gos=RenpoveAddSevLevel . AddFl ag( process. hcal RecAl gos,
"User Def i nedBi t 0",
10)

# Di spl ay revised conputer

RenpoveAddSevlLevel . Print Level s(process. hcal RecAl gos)

# Load the HF RecHit re-flagger
process. | oad(" RecoLocal Cal 0. Hcal RecAl gos. hcal rechitrefl agger_cfi")
process. hf recoRef | agged = process. hcal rechit Refl agger. cl one()

# Use the re-flagged HF RecHits to nake the Cal oTowers
process. t ower Maker. hf I nput = cns. | nput Tag(" hfrecoRef | agged")
process. t ower Maker Wt hHO. hf | nput = cns. | nput Tag(" hf recoRef | agged")

# Path and EndPath definitions
process. refl aggi ng_step = cns. Pat h( process. hf recoRef | agged)
process.rereco_step = cns. Pat h(process. cal oTower sRecx*
(process. recoJdet s*
process. recoldet | ds+
process. recoTrackJets) *
process. recoJet Associ ati ons*
process. nmetreco) # re-reco jets and met
#process.rereco_step = cns. Pat h(process. t ower Maker *
process. ak5Cal oJet s*
process. nmet) # a sinpler use case
process. out _step = cns. EndPat h( pr ocess. out put)

# Schedul e definition

process. schedul e = cns. Schedul e( process. refl aggi ng_step
process.rereco_step,
process. out _step)
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